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The European Union has taken an unprecedented step by regulating artificial
intelligence (AI) through the EU AI Act, which is the world’s first comprehensive
legal framework for AI governance. According to Recital  61, Article 6(2) and
Annex  III,  8(a),  AI  tools  used  in  legal  or  administrative  decision-making
processes—including alternative dispute resolution (ADR), when used similarly to
courts and producing legal effects—are considered high risk. These tools must
comply with the strict requirements outlined in Articles 8 through 27.

These provisions are designed to ensure transparency, accountability, and respect
for  fundamental  rights.  This  obligation  will  take  effect  on  August  2,  2026,
according to Article 113. Notably, the Act’s extraterritorial scope, as outlined in
Articles 2(1)(c) and (g), applies to any AI system that affects individuals within the
European Union. This applies regardless of where the system is developed or
used. It also applies to providers and deployers outside the EU whose output is
used within the Union. This raises a critical question: can non?compliance with
the  EU AI  Act  serve  as  a  basis  for  courts  in  EU Member  States  to  refuse
recognition or enforcement of an arbitral award on procedural or public?policy
grounds?[1]

Consider  the  following  scenario:  Two  EU-based  technology  companies,  one
Belgian  and one German,  agree  to  resolve  their  disputes  through US-seated
arbitration. Suppose the ADR center uses AI-powered tools that do not comply
with the EU AI Act‘s high-risk system requirements. How would enforcement of
the resulting award play out before national courts in the EU?

This scenario presents a direct legal conflict. If the winning party seeks to enforce
the award in a national court of an EU Member State, two well-established legal
grounds for refusing enforcement may arise.[2] First, the losing party may invoke
Article V(1)(d) of the 1958 New York Convention, together with the applicable
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national arbitration law. They could argue that reliance on AI systems that do not
comply with the EU AI Act constitutes a procedural irregularity, as it departs from
the parties’ agreed arbitration procedure and undermines the integrity of the
arbitral process.[3] Second, under Article V(2)(b) of the Convention, the enforcing
court may refuse recognition on its own motion if it finds that using non-compliant
AI  violates  the  forum’s  public  policy,  especially  when  fundamental  rights  or
procedural fairness are at stake.[4] The following section will examine these two
scenarios in more detail.

Scenario 1: Procedural Irregularity under Article V(1)

Imagine that the ADR center uses an AI tool to assist the tribunal in drafting the
award during the  proceedings.  This  AI  system uses  complex  algorithms that
cannot produce transparent, human-readable explanations of how key conclusions
were reached. The final award relies on these outputs, yet it offers no meaningful
reasoning  or  justification  for  several  significant  findings.  Furthermore,  the
tribunal does not disclose the extent to which it relies on the AI system, nor is
there any clear evidence of human oversight in the deliberation process.

When the losing party in Belgium contests enforcement of the award, they invoke
Article V(1)(d) of the New York Convention, arguing that the arbitral procedure
did not align with the parties’ expectations or the applicable law. This objection is
also found in Article 1721 of the Belgian Judicial Code (BJC), inspired by Article
36 of the UNCITRAL Model Law and, to a large extent, mirroring the grounds of
Article V of the New York Convention. Among these, two are especially relevant to
the use of AI in the arbitral process and are central to the objection in this case.

First, under Article 1721(1)(d), a party may argue that the award lacks proper
reasoning[5], which violates a core procedural guarantee under Belgian law.[6] 
This requirement ensures that parties can understand the legal and factual basis
for the tribunal’s decision and respond accordingly.[7] In this case, however, the
award’s  reliance  on  opaque,  AI-generated  conclusions,  particularly  those
produced by “black box” systems, renders the reasoning inaccessible and legally
inadequate.[8] The EU AI Act further reinforces this objection. Articles 13, 16,
and 17 require transparency, traceability,  and documentation for high-risk AI
systems. Meanwhile, Article 86 grants limited right to explanation for affected
persons where a deployer’s decision is based on Annex III systems and produces
legal effects. If an award fails to meet these standards, it may not align with
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Belgian procedural norms.

Second,  under  Article  1721(1)(e),  a  party  may  argue  that  the  tribunal’s
composition or procedure deviated from the parties’ agreement or the law of the
seat.  For example,  if  the arbitration agreement contemplated adjudication by
human arbitrators and the tribunal  instead relied on AI tools  that  materially
influenced its reasoning without disclosure or consent, this could constitute a
procedural irregularity. According to Article 14 of the EU AI Act, there must be
effective  human  oversight  of  high-risk  AI  systems.  Where  such  oversight  is
lacking or merely formal  and AI  outputs are adopted without critical  human
assessment,  the legitimacy of  the proceedings may be seriously  undermined.
Belgian  courts  have  consistently  held  that  procedural  deviations  capable  of
affecting the outcome may justify refusal of recognition and enforcement.[9]

Scenario 2: Public Policy under Article V(2)(b)

In this scenario, the court may refuse to enforce the award on its own initiative if
it is found to be contrary to public policy[10] under Article V(2)(b) of the New
York Convention,  Article  34(2)(b)(ii)  of  the UNCITRAL Model  Law, or  Article
1721(3) of the Belgian Judicial Code (BJC). These provisions allow courts to deny
recognition and enforcement if the underlying procedure or outcome conflicts
with fundamental principles of justice in national and European legal systems.[11]

In comparative international  practice,  public  policy  has both substantive and
procedural dimensions. When a breach of fundamental and widely recognized
procedural  principles renders an arbitral  decision incompatible with the core
values and legal order of a state governed by the rule of law, procedural public
policy is engaged. Examples include violations of due process, lack of tribunal
independence, breach of equality of arms, and other essential guarantees of fair
adjudication.[12]

In  this  case,  the  use  of  non-transparent  AI  systems  may  fall  within  this
category.[13] If a tribunal relies on these tools without disclosing their use or
without providing understandable justifications, the process could violate Article
47 of the Charter of Fundamental Rights of the European Union. This article
guarantees the right to a fair and public hearing before an independent and
impartial tribunal. This issue, along with case law, could provide a reasonable
basis for refusal based on public policy.[14] When applying EU-relevant norms,
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Belgian courts are bound to interpret procedural guarantees in accordance with
the Charter. [15]

Comparative case law provides additional support. In Dutco, for example, the
French Cour de cassation annulled an arbitral award for violating the equality of
arms in the tribunal’s constitution, which is an archetypal breach of procedural
public  policy.[16]  Similarly,  in  a  2016  decision  under  §  611(2)(5)  ZPO,  the
Austrian Supreme Court annulled an award where the arbitral procedure was
found to be incompatible[17] with Austria’s fundamental legal values.[18] These
rulings confirm that courts may deny enforcement when arbitral mechanisms,
especially those that affect the outcome, compromise procedural integrity.

Belgian courts have consistently held that recognition and enforcement must be
refused where the underlying proceedings are incompatible with ordre public
international  belge,  particularly  where  fundamental  principles  such  as
transparency, reasoned decision-making, and party equality are undermined.[19]
In  this  context,  reliance on non-transparent  AI—without  adequate  procedural
safeguards—may constitute a violation of procedural public policy. As a result,
enforcement may lawfully be denied ex officio under Article V(2)(b) of the New
York  Convention  and  Article  1721(3)  of  the  Belgian  Judicial  Code,  thereby
preserving the integrity of both the Belgian and broader EU legal frameworks.
Ultimately, courts retain wide discretion under public policy grounds to decide
with real control whether or not to enforce AI-assisted awards.[20]

These potential refusals of enforcement within the EU highlight a broader trend,
as  domestic  procedural  safeguards  are  increasingly  influenced  by  global
regulatory developments, prompting questions about whether the EU’s approach
to AI in arbitration will remain a regional standard or evolve into an international
benchmark.

The EU AI Act as a Global Regulatory Model?

The EU has a proven history of establishing global legal benchmarks—rules that,
while originating in Europe, shape laws and practices far beyond its borders.[21]
The  GDPR  is  the  clearest  example  of  this.  Its  extraterritorial  scope,  strict
compliance obligations, and enforcement mechanisms have prompted countries
ranging from Brazil to Japan to adopt similar data protection frameworks.[22]

In arbitration, a comparable pattern could emerge. If EU courts apply the EU AI
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Act’s high-risk requirements when deciding on the recognition and enforcement
of  arbitral  awards,  other  jurisdictions  may  adopt  comparable  standards,
encouraging convergence in AI governance across dispute resolution systems.
Conversely,  inconsistent  enforcement  approaches  could  foster  fragmentation
rather than harmonisation. In any case, the Act’s influence is already being felt
beyond Europe,  prompting arbitration stakeholders  to  address  new questions
regarding  procedural  legitimacy,  technological  oversight,  and  cross-border
enforceability.

 

Conclusion

The interplay between the EU AI Act and the enforcement of arbitral awards
highlights  how technological  regulation is  shaping the concept  of  procedural
fairness in cross-border dispute resolution. Whether the Act becomes a catalyst
for global standards or a source of jurisdictional friction, parties and institutions
cannot ignore its requirements. As AI tools move deeper into arbitral practice,
compliance will become not just a regulatory obligation but a strategic necessity
for ensuring the enforceability of awards in key jurisdictions.
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